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Experimental;
Gemini 2.5 Pro

Experimental;
Claude 3.7 Sonnet

used for statistical analysis.
Results: Gemini 2.5 achieved the highest overall correct response rate (85.0 %), followed by
Claude 3.7 (77.5 %), 03-mh (77.0 %), GPT-4.5 (76.1 %), and Gemini 2.0 (75.1 %). For text-
only questions, Claude 3.7 (91.9 %) performed best. On visually-based questions, Gemini 2.5
was superior (82.0 %), while other models scored around 70—73 %. Gemini 2.5 significantly out-
performed, GPT-4.5 and Gemini 2.0 overall, and GPT-4.5 and Claude 3.7 on visually-based

questions.

2.0 Flash Thinking Experimental (Gemini 2.0), Gemini 2.5 Pro Experimental (Gemini 2.5), and
Claude 3.7 Sonnet (Claude 3.7). Performance was evaluated by comparing LLM answers to of-
ficial correct answers. Cochran’s Q test and McNemar’s tests with Bonferroni correction were

Conclusion: Multimodal LLMs, particularly Gemini 2.5, demonstrate significant proficiency on
the Japanese National Examination for Dental Hygienists, including questions with visual ele-
ments. These findings suggest a growing potential for LLMs as educational tools in dental hy-
giene. However, current limitations in accuracy and reliability necessitate further
refinement and cautious integration into educational and clinical settings.

© 2026 Association for Dental Sciences of the Republic of China. Publishing services by Elsevier
B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.
org/licenses/by-nc-nd/4.0/).

Introduction

Adopted at the 75th World Health Assembly in 2022, the
Landmark Global Strategy on Oral Health includes six stra-
tegic objectives: oral health governance, oral health pro-
motion and disease prevention, the health workforce, oral
healthcare, oral health information systems, and oral
health research agendas.' The importance of oral health
has increased worldwide in recent years. Consequently,
there is a demand for personnel who can provide proper
oral care, such as dental hygienists, to help people main-
tain healthy oral hygiene.? Formally established in 34
countries worldwide with defined core competencies for
practice,’ dental hygienists serve as preventive oral health
professionals. Their work significantly contributes to pop-
ulation health through a focus on disease prevention and
health promotion, encompassing the provision of preven-
tive oral care, alongside education and instruction in oral
health. Recently, technology has been approved for dental
hygienist education, as well as for educating patients about
oral health. Technology is predicted to receive more
attention in the future.*>

However, the acceptance and scope of the profession
varies widely from region to region.® Educational pathways
range from shorter vocational programs to university-level
degrees, reflecting different national standards and re-
quirements.” Workforce distribution issues further compli-
cate the global landscape of dental hygiene. Marked
disparities exist in the supply of dental hygienists between
regions: high-income countries generally enjoy a high
density of hygienists, whereas many low-income countries
have few or none, creating large gaps in access to pre-
ventive oral health.? Workforce analyses indicate that
a complex interplay of factors, including the expansion of
educational program capacity, evolving scope of practice
regulations, and economic fluctuations, has created
regional disparities in the availability of dental hygiene
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services.® These imbalances have direct implications for
oral health outcomes, as insufficient workforce supply can
limit access to preventive care.

Large language models (LLMs) have garnered attention
as a novel support mechanism in health care.”'® LLMs are
sophisticated machine learning models trained on vast
corpora of text, enabling them to understand natural lan-
guage and generate human-like responses. These models,
exemplified by generative transformers such as OpenAl’s
GPT series, can serve a variety of functions from answering
questions and summarizing information to aiding in com-
plex problem-solving. A key advancement in this domain is
the advent of multimodal LLMs, which can process not only
text but also other data types (such as images, audio, or
numerical data)."" This is especially relevant for dentistry
and oral health, where diagnostic information is inherently
multimodal (i.e., clinicians rely on written notes, radio-
graphic images, photographs, and even patient videos).

Understanding how these models interpret professional
knowledge, especially visual elements critical to dental
situations, is essential for evaluating their potential appli-
cations in dental hygiene education and clinical practice.
Licensing exam questions provide an objective standard to
evaluate LLMs’ capabilities in healthcare domains.'? '
Previous studies have primarily used text-based inputs to
assess LLMs; however, with the emergence of multimodal
LLMs, researchers have begun to evaluate performance on
questions that include visual elements such as photographs,
radiographs, and diagrams.”> '® Therefore, this study
investigated the correct response rates of multimodal LLMs
on the Japanese National Examination for Dental Hygien-
ists. In particular, we aimed to provide new insights into the
image recognition capabilities of these models, since more
than half of the exam questions incorporate visual elements
alongside text. The findings may contribute to developing
effective educational tools and resources for dental hy-
giene education and practice.
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Materials and methods
Dataset

This study used the 34th Japanese National Examination for
Dental Hygienists from March 2025 as a dataset. This exam
consists of 220 multiple-choice questions, each of which
requires the selection of a certain number of correct an-
swers from four options. According to the Ordinance for
Enforcement of the Dental Hygienists Act,'® the examina-
tion subjects are divided into nine areas: structure and
function of the human body excluding teeth and oral cavity,
structure and function of teeth and oral cavity, pathology
and principles of recovery, human and social systems rela-
ted to dental and oral health promotion and prevention,
introduction to dental hygiene, clinical dentistry, theory of
dental preventive treatment, theory of dental health
guidance, and theory of dental assistance. The exam in-
cludes visual materials such as clinical photographs, pho-
tographs of dental instruments, photographs of dental
prostheses, radiographs, and illustrations.

Seven questions that the Ministry of Health, Labour and
Welfare of Japan (MHLW) had officially withdrawn from
scoring due to validity concerns were excluded from the
dataset.?® As a result, a total of 213 questions were scored,
including 74 text-only questions and 139 visually-based
questions. The specialties of the questions were deter-
mined by two researchers (Y.K. and Y.N.).

No ethical approval or institutional review was required
for this study, as it relied on exam questions published by
the MHLW.

Multimodal large language models and prompting

To examine their performance on the Japanese National
Examination for Dental Hygienists, we employed five mul-
timodal LLMs in this study. The chosen models were OpenAl
03-mini-high (03-mh; OpenAl Global, San Francisco, CA,
USA, launched January 31, 2025), ChatGPT-4.5 Preview
(GPT-4.5; OpenAl, launched February 27, 2025), Gemini 2.0
Flash Thinking Experimental (Gemini 2.0; Google, Mountain
View, CA, USA, updated January 21, 2025), Gemini 2.5 Pro
Experimental (Gemini 2.5; Google, Mountain View,
launched March 25, 2025), and Claude 3.7 Sonnet (Claude
3.7; Anthropic, San Francisco, CA, USA, launched February
24, 2025). Each LLM can process both textual and visual
data at the same time.

No prompt engineering or special instructions for guiding
the models were provided; a zero-shot approach was

Table 1

used.?' Only the original Japanese text of each question
and the corresponding answer choices were entered
directly into the prompt window. If a question included
figures, tables, and/or images, those materials were pre-
sented to the multimodal LLMs in their original form,
without any additional explanation. 03-mh, GPT-4.5, and
Claude 3.7 used the official web interface, while Gemini
was accessed via Google Al Studio. Each time an answer to
one question was output, the session was reset, and the
next question was entered anew. To obtain the correct
response rate, the answers to the questions officially
announced by the MHLW were compared with the results
output by each LLM. Claude 3.7 adopted the extended
thinking mode. For Gemini models, where parameters like
temperature were adjustable, all queries were sent with
the temperature set to zero.

Statistical analysis

Data analysis was carried out using IBM SPSS Statistics ver-
sion 27 (IBM SPSS, Inc., Armonk, NY, USA). An initial
assessment using Cochran’s Q test was conducted to eval-
uate whether the proportion of correct responses differed
significantly among the five multimodal LLMs. Following
a significant result from Cochran’s Q test, McNemar’s tests
were employed for post-hoc pairwise comparisons between
each pair of models. For these ten pairwise comparisons, P
values were Bonferroni-adjusted (multiplied by 10);
adjusted P-values <0.05 were considered statistically
significant.

Results

Table 1 shows the correct response rates for the five mul-
timodal LLMs on the Japanese National Examination for
Dental Hygienists. Gemini 2.5 achieved the highest correct
response rate of 85.0 % (95 % Cl: 79.5—89.5) for all 213
questions, followed by Claude 3.7 with 77.5 % (95 % CI:
71.3—82.9), 03-mh with 77.0 % (95 % Cl: 70.8—82.5), GPT-
4.5 with 76.1 % (95 % Cl: 69.7—81.6), and Gemini 2.0 with
75.1 % (95 % Cl: 68.8—80.8). When analyzing the 74 text-
only questions, all models demonstrated higher correct
response rates than their overall performance. Claude 3.7
performed best with a score of 91.9 % (95 % Cl: 83.2—97.0),
followed closely by Gemini 2.5 with a score of 90.5 % (95 %
Cl: 81.5—-96.1). GPT-4.5, 03-mh, and Gemini 2.0 achieved
87.8 % (95 % Cl: 78.2—94.3), 85.1 % (95 % Cl: 75.0—92.3),
and 82.4 % (95 % Cl: 71.8—90.3), respectively. For the 139
visually-based questions that included images, figures, or

Correct response rates (%) and 95 % Cls of the five LLMs.

03-mh GPT-4.5

Gemini 2.0 Gemini 2.5 Claude 3.7

All questions
Text-only questions
Visually-based questions®

77.0 (70.8—82.5)
85.1 (75.0-92.3)
72.7 (64.5-79.9)

76.1 (69.7—81.6)
87.8 (78.2-94.3)
69.8 (61.4—77.3)

75.1 (68.8—80.8)
82.4 (71.8-90.3)
71.2 (62.9-78.6)

85.0 (79.5—89.5)
90.5 (81.5-96.1)
82.0 (74.6—88.0)

77.5 (71.3-82.9)
91.9 (83.2-97.0)
69.8 (61.4—77.3)

Cl, Confidence interval; LLMs, Large language models; 03-mh, OpenAl 03-mini-high; GPT-4.5, ChatGPT-4.5 Preview; Gemini 2.0, Gemini
2.0 Flash Thinking Experimental; Gemini 2.5, Gemini 2.5 Pro Experimental; Claude 3.7, Claude 3.7 Sonnet.

2 Includes one or more images, figures, or tables.
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tables, the correct response rates were lower across all
models. Gemini 2.5 performed best with a rate of 82.0 %
(95 % Cl: 74.6—88.0). 03-mh followed with a rate of 72.7 %
(95 % Cl: 64.5—79.9). Gemini 2.0 followed with a rate of
71.2 % (95 % Cl: 62.9—78.6). GPT-4.5 and Claude 3.7 both
achieved a rate of 69.8 % (95 % Cl: 61.4—77.3).

Table 2 shows the statistical comparison of correct
response rates between the models using McNemar’s tests
with Bonferroni correction. Gemini 2.5 significantly out-
performed GPT-4.5 (P = 0.029) and Gemini 2.0 (P = 0.010)
for all questions combined, while other pairwise compari-
sons did not reach statistical significance (P > 0.05).
Cochran’s Q test revealed no significant differences among
the five models for text-only questions, suggesting compa-
rable performance in processing text-based content. For
visually-based questions, Gemini 2.5 significantly out-
performed GPT-4.5 and Claude 3.7 (both P = 0.027), while
other comparisons were not statistically significant.

Table 3 provides a detailed analysis of the correct
response rates for each specialty in the examination. The
highest correct response rates were observed in the "Pa-
thology and principles of recovery” category for all five
models, with 100 % accuracy on all 12 questions. Con-
versely, the models generally performed less well in the
“Theory of dental preventive treatment” and “Theory of
dental assistance” categories. When analyzing text-only
questions by specialty, all models demonstrated 100 % ac-
curacy in the "Structure and function of the human body
excluding teeth and oral cavity” and “Pathology and prin-
ciples of recovery” categories. Performance varied in other
specialties. In the “Theory of dental preventive treatment”
category, notable variation in performance was observed.
03-mh achieved 40.0 % accuracy, while Claude 3.7 and
Gemini 2.5 achieved 100 %. Performance varied more for
visually-based questions by specialty. In the “Introduction
to dental hygiene” category with visual elements, 03-mh,
Gemini 2.0, and Claude 3.7 achieved 0 % accuracy on the

single question in this category. In contrast, GPT-4.5 and
Gemini 2.5 achieved 100 % accuracy on the single question
in this category. In the "Clinical dentistry” specialty, which
had the most questions with visual elements (51), Gemini
2.5 had the highest accuracy (84.3 %), and Claude 3.7 had
the lowest (68.6 %).

Fig. 1 presents an UpSet plot showing the distribution of
correct and incorrect responses among the five multimodal
LLMs. Of the 213 questions, 119 (55.9 %) were correctly
answered by all five models. These questions included 53
text-only questions and 66 visually-based questions. Con-
versely, all models missed 14 questions (6.6 %), including
three text-only questions and 11 visually-based questions.

Discussion

Our results show that Gemini 2.5 outperformed other
multimodal LLMs by a significant margin on the 34th Japa-
nese National Examination for Dental Hygienists. Gemini
2.5 achieved an overall correct response rate of approx-
imately 85 %, compared to 75—78 % for the other models
(03-mh, GPT-4.5, Gemini 2.0, and Claude 3.7). These re-
sults are consistent with prior studies that have shown more
advanced LLMs tend to perform better on dental board
exams.?>% For instance, Yamaguchi et al.?? reported that
GPT-4 scored approximately 75 % on the text-only part of
the 32nd Japanese National Examination for Dental Hy-
gienists. This score was higher than the approximately 63 %
achieved by GPT-3.5. Similarly, GPT-4 outperformed GPT-
3.5 across question categories in U.S. dental exams.? Our
study extends these findings by including visually-based
questions, where performance gaps became even more
severe. Gemini 2.5 performed well on visually-based
questions (~82 % correct), while the other models
answered ~73 % correctly. In contrast, a previous study
that excluded visual materials reported no significant

Table 2  P-value between overall correct response rates of five LLMs.
03-mh GPT-4.5 Gemini 2.0 Gemini 2.5 Claude 3.7
All questions 03-mh — P = 1.000 P = 1.000 P = 0.076 P = 1.000
GPT-4.5 = = P = 1.000 P = 0.029 P = 1.000
Gemini 2.0 — — — P = 0.010 P = 1.000
Gemini 2.5 — — — — P =0.120
Claude 3.7 = = = = =
Text-only questions 03-mh = N.S. N.S. N.S. N.S.
GPT-4.5 — — N.S. N.S. N.S.
Gemini 2.0 = = = N.S. N.S.
Gemini 2.5 = = = = N.S.
Claude 3.7 — — — — —
Visually-based questions® 03-mh = P = 1.000 P = 1.000 P = 0.220 P = 1.000
GPT-4.5 — — P = 1.000 P = 0.027 P = 1.000
Gemini 2.0 — — — P = 0.082 P = 1.000
Gemini 2.5 = = = = P = 0.027
Claude 3.7 = = = = =

N.S., Not significant (Cochran’s Q test); LLMs, Large language models; 03-mh, OpenAl 03-mini-high; GPT-4.5, ChatGPT-4.5 Preview;
Gemini 2.0, Gemini 2.0 Flash Thinking Experimental; Gemini 2.5, Gemini 2.5 Pro Experimental; Claude 3.7, Claude 3.7 Sonnet
Because Cochran’s Q test did not indicate a significant difference among the samples, no multiple comparisons were performed.

2 Includes one or more images, figures, or tables
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Table 3 Comparing correct response rates (%) of five LLMs in different specialties on all questions.
Specialty Questions 03-mh GPT-4.5 Gemini 2.0 Gemini 2.5 Claude 3.7
(n)
All questions 213 77.0 76.1 75.1 85.0 77.5
Structure and function of the human body excluding 6 83.3 66.7 100 100 83.3
teeth and oral cavity
Structure and function of teeth and oral cavity 8 87.5 75.0 75.0 100 100
Pathology and principles of recovery 12 100 100 100 100 100
Human and social systems related to dental and oral 34 76.5 76.5 73.5 85.3 85.3
health promotion and prevention
Introduction to dental hygiene 5 80.0 100 60.0 100 80.0
Clinical dentistry 64 79.7 81.3 79.7 84.4 75.0
Theory of dental preventive treatment 23 60.9 56.5 65.2 82.6 69.6
Theory of dental health guidance 19 89.5 79.0 68.4 89.5 73.7
Theory of dental assistance 42 66.7 69.1 69.1 73.8 69.1
Text-only questions 74 85.1 87.8 82.4 90.5 91.9
Structure and function of the human body excluding 2 100 100 100 100 100
teeth and oral cavity
Structure and function of teeth and oral cavity 3 66.7 66.7 100 100 100
Pathology and principles of recovery 9 100 100 100 100 100
Human and social systems related to dental and oral 21 76.2 76.2 71.4 85.7 85.7
health promotion and prevention
Introduction to dental hygiene 4 100 100 75.0 100 100
Clinical dentistry 13 92.3 92.3 100 84.6 100
Theory of dental preventive treatment 5 40.0 80.0 60.0 100 100
Theory of dental health guidance 6 100 83.3 66.7 83.3 83.3
Theory of dental assistance 11 90.9 100 81.8 90.9 81.8
Visually-based questions® 139 72.7 69.8 71.2 82.0 69.8
Structure and function of the human body excluding 4 75.0 50.0 100 100 75.0
teeth and oral cavity
Structure and function of teeth and oral cavity 5 100 80.0 60.0 100 100
Pathology and principles of recovery 3 100 100 100 100 100
Human and social systems related to dental and 13 76.9 76.9 76.9 84.6 84.6
oral health promotion and prevention
Introduction to dental hygiene 1 0 100 0 100 0
Clinical dentistry 51 76.5 78.4 74.5 84.3 68.6
Theory of dental preventive treatment 18 66.7 50.0 66.7 77.8 61.1
Theory of dental health guidance 13 84.6 76.9 69.2 92.3 69.2
Theory of dental assistance 31 58.1 58.1 64.5 67.7 64.5

LLMs, Large language models; 03-mh, OpenAl 03-mini-high; GPT-4.5, ChatGPT-4.5 Preview; Gemini 2.0, Gemini 2.0 Flash Thinking
Experimental; Gemini 2.5, Gemini 2.5 Pro Experimental; Claude 3.7, Claude 3.7 Sonnet.

2 Includes one or more images, figures, or tables.

differences among text-only models.?? These results
suggest that advanced image understanding is a new
differentiator.

The strong performance of certain LLMs suggests their
potential as educational support tools in dentistry.”* For
example, an LLM could ask students board-style questions,
explain the rationale behind correct and incorrect answers,
and help them identify areas that need more study. Indeed,
multiple studies have suggested using LLM chatbots to
supplement traditional learning methods due to their abil-
ity to provide interactive, on-demand explanations.?* %¢
our results show that the latest models not only answer
correctly, but also often provide detailed reasoning. This
can benefit learners by modeling clinical reasoning pro-
cesses, though caution is needed to ensure the reasoning is
accurate. Overall, the educational utility of LLMs is
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expected to grow as these models improve. In our study,
even when the models provided incorrect answers, they
often offered instructive feedback. This observation is
consistent with the findings of others who have noted that
LLMs sometimes provide more detailed explanations for
incorrect answers than for correct ones.' With careful
integration into curricula, LLMs could enhance exam prep-
aration and continuous education, serving as knowledge-
able, tireless assistants to instructors and students alike.
A unique feature of this study was the inclusion of visual
information in the questions for the assessment of multi-
modal LLMs. Dental licensing exams often include images,
such as radiographs, clinical photos, and diagrams, that
test visual diagnostic skills. However, most prior studies of
LLMs in dentistry have focused solely on text-based ques-
tions.'"” In this study, Gemini 2.5 achieved a visually-
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Figure 1
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The intersection patterns of correct and incorrect responses among the five multimodal LLMs. The bar graph shows the

number of questions correctly responded exclusively by text-only (light yellow) or visual-based (purple) questions, and the number
of questions incorrectly responded by all models for text-only (light gray) and visually-based (dark gray) questions. The UpSet plot
shows the intersection of correct responses among the five models: Gemini 2.5, Claude 3.7, 03-mh, GPT-4.5, and Gemini 2.0. The
horizontal bars on the left represent the total set size (the number of correct responses) for each model. Connected dots indicate
which models share correct responses for specific questions. The corresponding bar heights indicate the size of each intersection.
LLMs, Large language models; Gemini 2.5, Gemini 2.5 Pro Experimental; Claude 3.7, Claude 3.7 Sonnet; 03-mh, OpenAl 03-mini-
high; GPT-4.5, ChatGPT-4.5 Preview; Gemini 2.0, Gemini 2.0 Flash Thinking Experimental.

based correct response rate of 82.0 %, outperforming other
models, which averaged around 70 %. These results suggest
progress in vision-language integration, a capability that
was previously a major limitation of LLM applications in
dentistry. A recent study'” using the 117th Japanese Na-
tional Dental Examination provides additional insight into
the challenges that multimodal LLMs face when interpret-
ing clinical visuals. The study found that 73 % of the ques-
tions that all four models missed were visually-based and
clustered in specialties requiring complex visual elements,
such as orthodontics and crown and bridge prosthodontics.
These error types reveal the need for improved visual
reasoning architectures and access to training data specific
to dentistry. Ongoing evaluation in real-world, image-in-
clusive tasks, such as those used in national licensing
exams, will continue to serve as a critical benchmark for
progress in this domain.

Although they show promise, current LLMs have impor-
tant limitations that restrict their use in high-stakes set-
tings. First, their accuracy is imperfect. In this study,
Gemini 2.5 answered about 15 % of questions incorrectly,
and other models had error rates around 25 %. A recent
meta-analysis revealed that, despite its relative strength,
GPT-4’s accuracy still falls below the threshold required for
clinical application in dentistry.™ In practice, an error rate
of 15—25 % on exam-level questions is too high for unsu-
pervised use in patient care or certification exams. Fur-
thermore, LLMs can exhibit unpredictable knowledge gaps.
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Our data and previous studies demonstrate that these
models perform poorly on certain question types, such as
mathematical calculations®® or specialized regional topics.
This indicates that LLMs may not be fully reliable across the
entire spectrum of dental knowledge. Language and
training-data biases are another concern. For example,
GPT-3.5 has been found to perform significantly better on
English exam questions than on non-English versions.™
Similarly, Song and Lee’s study?” on the Korean National
Dental Hygienist Examination revealed that all models
achieved significantly higher accuracy rates when answer-
ing questions in English compared to Korean, with GPT-3.5
showing a remarkable 23.6 % performance gap (61.3 % in
English vs. 37.7 % in Korean), highlighting substantial lin-
guistic bias in these models. While our study could handle
Japanese content, subtle translation or interpretation is-
sues may have affected their understanding of nuanced
clinical terms. Another critical limitation is the tendency
toward hallucinations and a lack of trustworthiness. LLMs
sometimes generate information that sounds plausible but
is incorrect, which can be dangerous in an educational or
clinical context. In a comparison of answers to oral pa-
thology case questions, GPT-40 frequently provided fake
literature references (50 out of 62 were fake).?® While we
did not specifically test for fabricated outputs in our exam
answers, any tendency to present false facts or citations
with confidence would undermine the credibility of LLMs as
study tools.
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Looking ahead, future research should address these
gaps. First, more comprehensive evaluations are needed.
Our study was limited to one year’s exam and a specific set
of models. As LLMs evolve rapidly, continual benchmarking
using updated exam questions, including image-based,
multi-step clinical scenarios, and open-ended items, will
be important.?> This will help track progress and identify
persistent weak spots. Second, exploring improvements in
model training is crucial. Fine-tuning large models on
dental curricula or leveraging retrieval-augmented gener-
ation, where the LLM consults external databases, could
boost accuracy and reduce hallucinations. Collaboration
between dental educators, clinicians, and Artificial Intelli-
gence (Al) developers could facilitate the development of
custom models balancing broad linguistic capability and
deep dental knowledge. Additionally, techniques that
increase the interpretability and transparency of LLM re-
sponses would build user trust. For example, one could
prompt models to cite sources and implement verification
mechanisms for those citations or prompt them to clarify
uncertainty when an answer is not well-supported. Finally,
studying the impact of LLM assistance on learning outcomes
will be valuable. Early adoption in medical education shows
promise, but there are mixed results regarding whether Al
hints actually improve human problem-solving.?®*° Rig-
orous trials in dental education could determine whether
students who use Al tutors perform better or become overly
reliant on them. Understanding how learners interact with
these models will allow us to develop best practices that
maximize benefits, such as improved understanding,
engagement, and retention, while mitigating risks, such as
the propagation of errors or superficial learning.

In conclusion, our study adds to the growing body of
evidence indicating that LLMs, especially those with mul-
timodal capabilities, are reaching a level of proficiency
suitable for integration into dental education and practice.
However, as many studies have cautioned, further refine-
ment and caution are needed. Continued research and
careful integration could establish LLMs as reliable tools in
training the next generation of dental professionals,
improving the diagnostic process, and enhancing patient
care.
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